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Abstract 

 

This paper presents a generalized Modified Adaptive fuzzy C-means clustering 

(MAFCM) methodology satellite image segmentation. Satellite images often require 

segmentation in the presence of uncertainty, caused due to factors like environmental 

conditions, poor resolution and poor illumination. Since any subsequent image analysis 

depends on the quality of such segmentation, one has to obtain an efficient algorithm for 

the purpose. Pixel clustering is a popular way of determining the homogeneous image 

regions, corresponding to the different land cover types, based on their spectral properties. 

The proposed MAFCM algorithm provides us a new flexible vehicle to fuse different pixel 

information in image-segmentation problems. That is, different pixel information 

represented by different kernels is combined in the kernel space to produce a new kernel. It 

is shown that this algorithm performs better than the kernel fuzzy C-means clustering 

algorithm. Simulations are performed on the synthetic texture and satellite images to 

demonstrate the flexibility and advantages of MAFCM-based approaches. 
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1. Introduction 
Image analysis is based on the extraction of 

meaningful information and can involve many 

steps, such as pre-processing (e.g. noise 

removing), segmentation and characterization 

of the identified objects [1]. Particularly, the 

identification of the types of objects, constitutes 

an essential issue in pattern recognition [1] due 

to its practical importance, such as in the 

treatment of images obtained from satellite 

prospection. In fact, image segmentation can be 

understood as the process of assigning a label 

to every pixel in an image, such that pixels with 

the same label represent the same object, or its 

parts. Segmentation algorithms can be 

classified into different categories based on 

segmentation techniques used such as the 

features thresholding [9], template matching 

[10], region based technique and clustering. 

Those techniques have their own limitations 

and advantages in terms of suitability, 

performance and computational cost. The low- 

level segmentation techniques are known to be 

fast and simple, but these methods simply 

analyze an image by reducing the amount of 

data to be processed. This problem can result in 

loss of important information. Moreover, the 

low-level segmentation techniques may 

incorrectly identify region or boundary of an 
object due to the distraction of noise in an 

image. Clustering, particularly fuzzy C-means 

(FCM)-based clustering and its variants, have 

been widely used in the task of image 

segmentation due to their simplicity and fast 

convergence [6], [8]. By carefully selecting 

input features such as pixel color, intensity, 
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texture, or a weighted combination of these 

data, the FCM algorithm can segment images to 

several regions in accordance with resulting 

clusters. Recently, the FCM and other 

clustering-based image-segmentation 

approaches are improved by including the local 

spatial information of pixels in classical 

clustering procedures. In addition to the 

incorporation of local spatial information, the 

kernelization of FCM has made an important 

performance improvement [3], [5]. 

The kernel FCM (KFCM) algorithm is 

an extension of FCM, which maps the original 

inputs into a much higher dimensional Hilbert 

space by some transform function. After this 

reproduction in the kernel Hilbert space, the 

data are more easily to be separated or 

clustered. KFCM is applied in the image- 

segmentation problems, where the input data 

selected for clustering is the combination of the 

pixel intensity and the local spatial information 

of a pixel represented by the mean or the 

median of neighboring pixels. Chen and Zhang 

[4] applied the idea of kernel methods in the 
calculation of the distances between the 

examples and the cluster centers. They compute 

these distances in the extended Hilbert space, 

and they have demonstrated that such distances 

are more robust to noises. To keep the merit of 

applying local spatial information, an additional 

term about the difference between the local 

spatial information and the cluster centers (also 

computed in the extended Hilbert space) is 

appended to the objective function. Modified 

Adaptivemethods provide us a great tool to fuse 

information from different sources [7]. It is 

necessary to clarify that, in this paper, we use 

the term “multiple kernel” in a wider sense than 

the one used in machine learning community. 

In this paper, we propose a general 
framework of MAFCM methodology. In the 

framework, besides the direct applications of 

various composite kernels in the KFCM, a new 

algorithm that uses a linear composite of 

multiple kernels is proposed and the updating 

rules of the linear coefficients of the combined 

kernel are obtained automatically. Object- 

oriented image classification is based on the 

fact that important semantic information 

necessary to interpret an image is not 

represented in single pixels, but in meaningful 

image objects and their mutual relations. A 

strong and experienced evaluator of 

segmentation techniques is the human eye/brain 

combination. By applying segmentation 

procedures to the automation of image analysis, 

the activity of visual digitizing is replaced. 

Recent applications of image segmentation and 

image understanding techniques require 

increased robustness, better reliability and high 

automation of the algorithms. The concept of 

heterogeneity (and homogeneity) is perhaps the 

key characteristic of every landscape and 

underlies the scale factor in images. It may be 

defined as the uneven, non-random distribution 

of ecological units. There are three types of 

heterogeneity: temporal, functional and spatial. 

In the image multi-scale segmentation, the 

quantitative criterion for the evaluation of the 

segmentation results is that the average 

heterogeneity of pixels is minimized. Each 

pixel is weighted with the heterogeneity of the 

image object 

To which it belongs. The qualitative 

criteria are the fact that any segmentation 

results have to satisfy the human eye and the 

information, which can be extracted from 

image objects for further successful processing. 

With satellite remote sensing techniques now 

becoming the single most effective method for 

land cover/land use data acquisition, it is 

imperative that standardized, object-oriented 

approaches to image analysis be developed. 

 
 

2. Satellite Image Segmentation 

Techniqus 
 

2.1. Related Research 

Multiresolution segmentation is a bottom up 

region merging technique starting with one- 

pixel objects. In numerous subsequent steps, 

smaller image objects are merged into bigger 

ones. Throughout this pair wise clustering 

process, the underlying optimization procedure 

minimizes the weighted heterogeneity of 

resulting image objects, where n is the size of a 

segment and h an arbitrary definition of 

heterogeneity [3]. In each step, that pair of 

adjacent image objects is merged which stands 

for the smallest growth of the defined 
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heterogeneity. If the smallest growth exceeds 

the threshold defined by the scale parameter, 

the process stops. Doing so, multi-resolution 

segmentation is a local optimization procedure. 

The entropy based methodology for 

segmentation of satellite images is performed 

as follows. Images are divided into square 

windows with a fixed size L, the entropy is 

calculated for each window, and then a 

classification methodology is applied for the 

identification of the category of the respective 

windows. The classification approach can be 

supervised or non-supervised. Supervised 

classification needs a training set composed by 

windows whose classes are previously known 

(prototypes), such as rural and urban areas. 

 

2.2. Issues 

When applying the KFCM framework in 
image-segmentation problems, the 

multiresolution segmentation may end up with 

local optimization procedure. Global mutual 

fitting is the strongest constraint for the 

optimization problem and it reduces 

heterogeneity most over the scene following a 

pure quantitative criterion. Its main 

disadvantage is that it does not use the 

offers a new approach to combine different 

information from multiple heterogeneous or 

homogeneous sources in the kernel space. 

Specifically, in image-segmentation problems, 

the input data involve properties of image 

pixels sometimes derived from very different 

sources. Therefore, we can define different 

kernel functions purposely for the intensity 

information and the texture information 

separately, and we then combine these kernel 

functions and apply the composite kernel in 

MAFCM to obtain better image-segmentation 

results. Examples that are more visible could be 

found from multitemporal remote sensing 

images. The pixel information in these images 

inherits from different temporal sensors. As a 

result, we can define different kernels for 

different temperature channels and apply the 

combined kernel in a Modified 

Adaptivelearning algorithm. 

Given a data set X = {x1,x2,…….xn}, 

where the data point xj⊆ R
p
(j = 1, . . . , n), n is 

the number of data, and p is the input 
dimension of a data point, traditional FCM [3] 
groups X into c clusters by minimizing the 
weighted sum of distances between the data 
and the cluster centers or prototypes defined as 

treatment order and builds first segments in 

regions with a low spectral variance leading to 
Q  

i1 


j1 

ij j  oi 

2     m 

ij    ij 

an uneven growth of the image objects over a Here, is the Euclidean distance. uij is 
scene. It also causes an unbalance between 

regions of high and regions of low spectral 
the membership of data x j belonging to cluster 

variance. Comparison of global mutual fitting 
to local mutual fitting results show negligible 

i, which is represented by the prototype 
c 

oi .The 

quantitative differences, the former (local) 
always performs the most homogeneous merge 

constraint on uij is uij   1and   m   is   the 
i1 

in the local vicinity following the gradient of 

the degree of fitting. The growth of image 

objects happens simultaneously as well in 

fuzzification coefficient. 
The general framework of MAFCM 

aims to minimize the objective function 

regions of low spectral variance as in regions of Q   u
m

  (x )  2 
(o ) 

high spectral variance. 
 

i1 

ij 

j1 

com j com i 

 

3. Proposed Method 

To enhance the Gaussian-kernel-based 
KFCM-F by adding a local information term in 

the objective function 

We propose a new version of kernel based 

segmentation technique, particularly for images 

with low resolution and reduced contrast. The 
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application of multiple or composite kernels in 

the FKCM has its advantages. In addition to the 

flexibility in selecting kernel functions, it also 

where xj is the intensity of pixel j. In the 

new objective function, the additional term is 

the weighted sum of differences between the 

c n 

c n 

u 

c 

c n 
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filtered intensity xj (the local spatial 

information) and the clustering prototypes. The 

differences are also measured using the kernel- 

induced distances. Such kind of enhanced 

KFCM-based algorithm is denoted as AKFCM 

(with a standing for additional term). 

It is worth pointing out that k1or k2 in 

the first variant of MAFCM-K-based image 

segmentation can be changed to any other 

Mercer kernel function for the information 

related to image pixels. This empowers the 

flexibility to the segmentation algorithm in 

kernel function selections and combinations. 

For example, a composite kernel that joins 

different shaped kernels can be defined as 
kcom = k1 + αk2 

where k1 is still the Gaussian kernel for pixel 

intensities 
k1(xi, xj) = exp (−|xi − xj |

2
/r

2
), 

k2 is a polynomial kernel for the spatial 

information 

Figure1: a) Synthetic texture image b) sample 

satellite image c) low resolution satellite image1 d) 

low resolution satellite image2 
 

(a) (b) 

k
2
(xi, xj) = (xi xj + d)

2
 

If kcom = k1 + αk2 is the composite 

kernel, the minimized objective function of the 

MAFCM is derived as 

 
(c) (d) 

 
To further improve the performance of 

Q   u
m

  (x )  o 
2

 segmentation, MAFCM that linearly combines 
 

i1 

ij 

j1 

com j i 
three kernels, i.e., the first two kernels are the 

For example, the input image data x j is 

set to be xj = [xj , xj, sj ] ∈ R3, the same as the 
third variant of MAFCM, then the composite 
kernel is designed as 

k  wbk  wbk  wbk 

The MAFCM algorithm evaluates the 

centroids so as to minimize the influence of 

outliers. Unlike FCM, it does not attempt 

fuzzification for elements having membership 

values above the calculated threshold. This 

reduces the computational burden compared to 

FCM, also there is an absence of external user- 

defined parameters. The removal of this initial 

trial and error factor makes MAFCM more 

robust, as well as insensitive to the fluctuations 

in the incoming data. The elevation and 

reduction of the membership values to 1 and 0, 

respectively, results in contrast enhancement in 

the observability of the incoming data. This 

helps in focusing on the ambiguous boundary 

region; thereby gaining in terms of the quality 

of segmentation. 

kernels for intensities and the local spatial 

information. To sum up, the merit of MAFCM- 

based image-segmentation algorithms is the 

flexibility in selections and combinations of the 

kernel functions in different shapes and for 

different pieces of information. After 
combining the different kernels in the kernel 

space (building the composite kernel), there is 

no need to change the computation procedures 

of MFKCM. This is another advantage to 

reflect and fuse the image information from 

multiple heterogeneous or homogeneous 

sources. MAFCM-based image-segmentation 

algorithms are inherently better than other 

KFCM-based image segmentation methods. 

We can demonstrate the MAFCM’s significant 

flexibility in kernel selections and 

combinations and the great potential of this 

flexibility could bring to image segmentation 

problems. In the MAFCM framework, we can 

easily fuse the texture information into 

segmentation algorithms by just adding a kernel 

designed for the texture information in the 

composite kernel. As in the satellite image- 

c 
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segmentation and two-texture image- 

segmentation problems, simply adding a 

Gaussian kernel function of the texture 

descriptor in the composite kernel of MAFCM 

leads to better segmentation results. 

 
 

4. Experimental Results 
In this section, we present the texture based 

segmentation and MAFCM-based segmentation 

for synthetic images (texture images). Since the 

proposed MAFCM-based image segmentation 

algorithm provides better segmentation results, 

it is applied for various satellite images. The 

performance of FCM-type algorithms depends 

on the initialization, this paper does the 

initialization and iterations depend upon the 

input images and chooses the one with the best 

objective function value. This increases the 

reliability of comparison results acquired in the 

simulations. In MAFCM, the different kernels, 

balances the importance of pixel intensities and 

the local spatial information. The main goals of 

an image segmentation algorithm are 

optimization of segmentation accuracy and its 

efficiency. Considering accuracy, the proposed 

method is concentrated on obtaining a robust 

segmentation for noisy images) and a correct 

detection of small regions. 

To demonstrate the flexibility and the 
advantages of MAFCM, a two-texture image is 

tested in this simulation. Figure.2 shows the 

segmentation performance of texture 

segmentation algorithm for synthetic image. 

The segmented image is as shown in Figure. 2, 

in which the left half of the image and the right 

half are of great difference because the left half 

is coarse and the right half is smooth, i.e., their 

textures are visibly different. Traditional 

enhanced KFCM-based algorithms like 

DKFCM and AKFCM cannot deal with this 

kind of image very well, because they only 

consider the local spatial information. While 

considering the problem in the MAFCM 

framework, we can simply apply the combined 

kernel like the Gaussian kernel for the texture 

information. 

 

 
Figure 2: Texture based segmentation in synthetic 

image 
 

 

In the figure 2, we observed that the 

texture segmentation yields the segmented 

image with overlapping with the adjacent 

pattern. In addition, it requires more number of 

image processing stages like histogram 

equalization, image interpolation and edge 

detection based rough segmentation. Figure.3 

shows the segmentation result of the MAFCM 

for the same texture image. Due to the 

consideration of the texture information, it has 

a better result than texture segmentation other 

FCM based methods. 

 
Figure 3: MAFCM based segmentation in synthetic 

image 



Journal of Management & Entrepreneurship   UGC Care Group I Journal  

   ISSN 2229-5348                                                                                          Vol-12 Issue-01 2023 

In order to evaluate the performance of 

the proposed method in detecting small regions, 

the algorithm was applied on satellite by 

considering different number of clusters. In 

these images, the clusters appear with widely 

varying sizes, and thus, one can evaluate the 

ability of an algorithm in detecting small 

regions. As can be seen from these results, the 

performance of MAFCM and KFCM algorithm 

provides useful detailed information before 

defuzzification that can be utilized in 

algorithms such as the proposed method. Also 

note that the segmentation result of the 

proposed method is the best with respect to 

robustness against noise and preserving the 

details of the object borders. 

Although the proposed method utilizes 

some processing units that are not used in the 

KFCM method, its overall elapsed time for the 

multispectral data sets is less than that of the 

KFCM method. It is mainly obtained by 

reduction of spatial redundancy in the image 

tessellation step of the watershed transform 

block. Figure.4 and Figure.5 shows the 

simulation results obtained for a sample 

satellite image and low resolution satellite 

image. Figure.4 requires less number of 

iterations and segmentation has been achieved 

for less threshold level but the low resolution 

image in Figure.5 requires more number of 

iterations and high threshold level compared to 

the sample satellite image in Figure. 4. 

 
Figure 4: MAFCM based segmentation in sample 

satellite image 

 

 
Figure 5: MAFCM based segmentation in low 

resolution satellite image 

 

 
Figure 6: KFCM based segmentation in low 

resolution satellite image 
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Figure 7: FCM based segmentation in low 

resolution satellite image 

Table 2: Comparison using number of iterations 

 

Algorithm FCM KFCM MAFCM 

Texture image 180 116 95 

Sample satellite 

image 
102 75 43 

Low resolution 

satellite image 1 
98 78 73 

Low resolution 

satellite image 1 
98 76 72 

 

 

5. Conclusion 
Satellite images often require segmentation in 

the presence of uncertainty, caused due to 

factors like environmental conditions, poor 

resolution and poor illumination. The Modified 

Adaptivefuzzy C-means clustering (MAFCM) 

methodology for satellite image segmentation 

has been presented in this paper. The proposed 

MAFCM algorithm provides us a new flexible 

methodology for image segmentation problems. 

That is, different pixel information represented 

by different kernels is combined in the kernel 

space to produce a new kernel. It is shown that 

this algorithm performs better than the kernel 

 

The MAFCM algorithm performs well 
for normal images and low resolution images. 

The performance of MAFCM algorithm is 

compared with the KFCM and FCM algorithm 

as shown in the Figure.6 and Figure 7.Is to 

identify the number of iterations and threshold 

level as shown below tables: 
 

Table 1: Threshold level Comparison 

fuzzy C-means clustering algorithm. 

Simulations are performed on the synthetic 

texture and satellite images to demonstrate the 

flexibility and advantages of MAFCM-based 

approaches. 

 
 

References 
[1] S. A. Rojas., and D. Fernandez-Reyes., 

“Adapting Multiple Kernel Parameters 

for Support Vector Machines using 

Genetic Algorithms,” In Proc. IEEE 

Congr. Evol. Comput., Edinburgh, U.K., 

2005, vol. 1–3, pp. 626–631. 

[2] G. Camps-Valls., L. Gomez-Chova., J. 

Munoz-Mari., J. Vila-Frances., and J. 

Calpe-Maravilla., “Composite Kernels 

for Hyperspectral Image Classification,” 

Algorithm FCM KFCM MAFCM 

Texture image 0.974 0.854 0.758 

Sample satellite 

image 
0.616 0.594 0.498 

Low resolution 

satellite image 1 
0.634 0.645 0.567 

Low resolution 

satellite image 1 
0.698 0.632 0.582 

 



Journal of Management & Entrepreneurship   UGC Care Group I Journal  

   ISSN 2229-5348                                                                                          Vol-12 Issue-01 2023 

IEEE Geosci. Remote Sens. Lett., vol. 3, 

no. 1, pp. 93–97, Jan. 2006. 

[3] S. Chen., and D. Zhang., “Robust Image 

Segmentation Using FCM With Spatial 

Constraints Based on new Kernel- 

Induced Distance Measure,” IEEE 

Transactions on Cybernetics; Systems, 

Man, and Cybernetics,Part B, vol.34, 

no.4, pp 1907-1916, 2004. 

[4] W. L. Cai., S. C. Chen., and D. Q. Zhang., 

“Fast and Robust Fuzzy C-Means 

Clustering Algorithms Incorporating 

Local Information for image 

Segmentation,” Pattern Recognition, 

vol. 40, no. 3, pp. 825–838, Mar. 2007. 

[5] X. W. Liu., and D. L. Wang., “Image and 
Texture Segmentation using Local 

Spectral Histograms,” IEEE Trans. 

Image Process., vol. 15, no. 10, pp. 

3066–3077, Oct. 2006. 

[6] Y. A. Tolias., and S. M. Panas., “Image 

Segmentation by a Fuzzy Clustering 

Algorithm using Adaptive Spatially 

Constrained Membership Functions,” 

IEEE Trans. Syst., Man, Cybern. A, 

Syst., Humans, vol. 28, no. 3, pp. 359– 

369, May 1998. 

[7] Y. Xia., D. G. Feng., T. J. Wang., R. C. 

Zhao., and Y. N. Zhang., “Image 

Segmentation by Clustering of Spatial 

Patterns,” Pattern Recognit. Lett., vol. 

28, no. 12, pp. 1548–1555, Sep. 1, 

2007. 

[8] M. A. Jaffar., N. Naveed., B. Ahmed., A. 
Hussain., and A. M. Mirza., “Fuzzy C- 

Means Clustering with Spatial 

Information for Color Image 

Segmentation,” In Proc. 3rd Int. Conf. 

Elect. Eng., Lahore, Pakistan, Apr. 

2009, pp. 136–141. 

[9] K. S. Chuang., H. L. Tzeng., S. Chen., J. 

Wu., and T. J. Chen., “Fuzzy C-Means 

Clustering with Spatial Information for 

image Segmentation,” Comput. Med. 

Imaging Graph, vol. 30, no. 1, pp. 9–15, 

Jan. 2006. 

[9] F. Leitner., and P. Cinquin., “Dynamic 

Segmentation: Detecting Complex 

Topology 3D Objects”, Proceedings of 

Engineering in Medicine and Biology 

Society, 1991. 

[10] R. Szeliski., D. Tonnesen., and D. 

Terzopoulos., “Modeling Surfaces of 

Arbitrary Topology with Dynamic 

Particles”, In: Proceedings of CVPR, 

pp. 82–87, 1999. 

[11] K. Muneeswaran., L. Ganesan., S. 

Arumugam., and K. R. Soundar., 

“Texture image Segmentation using 

Combined Features from Spatial and 

Spectral Distribution,” Pattern 

Recognit. Lett., vol. 27, no. 7, pp. 755– 

764, May 2006. 

[12] J. Shawe-Taylor., and N. Cristianini., 

Kernel Methods for Pattern Analysis. 

Cambridge, U.K.: Cambridge Univ. 

Press, 2004. 

[13] D. Graves., and W. Pedrycz., “Kernel- 
based Fuzzy Clustering and Fuzzy 

Clustering: A Comparative 

Experimental Study,” Fuzzy Sets Syst., 

vol. 161, no. 4, pp. 522–543, Feb. 16, 

2010. 

[14] R. C. Gonzalez., R. E. Woods., and S. L. 

Eddins., Digital Image Processing 

Using MATLAB, Upper Saddle River, 

NJ: Prentice-Hall, 2004. 

[15] C. A. Cocosco., V. Kollokian., R. K.-S. 

Kwan., and A. C. Evans., “Brain Web: 

Online Interface to a 3D MRI Simulated 

Brain Database,” Neuro Image, vol. 5, 

no. 4. pt. 2/4, p. S425, 1997. 

[16] D. C. Stanford., “Fast Automatic 
Unsupervised Image Segmentation and 

Curve Detection in Spatial Point 

Pattern,” Ph.D. dissertation, Dept. Stat., 

Univ. Washington, Seattle, WA, 1999. 

[17] J. C. Bezdek., Pattern Recognition with 

Fuzzy Objective Function Algorithms. 

New York: Plenum, 1981. 

[18] C. Y. Yeh., C. W. Huang., and S. J. Lee., 

“Multi-Kernel Support Vector 

Clustering for Multi-Class 

Classification”, Int. J. Innovative 

Comput. Appl., vol. 6, no. 5, pp. 2245– 

2262, May 2010. 



Journal of Management & Entrepreneurship   UGC Care Group I Journal  

   ISSN 2229-5348                                                                                          Vol-12 Issue-01 2023 
 

 

 

 

 

 

M. Ganesh obtained his Bachelor’s degree 

in Electronics and Communication Engineering from 

Arunai Engineering College, Thiruvannamalai. Then he 

obtained his Master’s degree in Applied Electronics from 

Sathyabamma University, Chennai and Ph.D degree in 

Digital Image Processing from Anna University, Chennai 

in August 2014. Currently, holds the position as 

Associate professor at the department of Electronics and 

Communication Enginering, Trinity College of 

Engineering and Technology, Peddapally, India. His 

specializations include Image segmentation and 

Enhancement for Different Images. (Email: 

mganeshtvm1719@gmail.com) 
 

K.Natarajan obtained his Bachelor’s degree in 
Electrical and Electronics Engineering from Sri 
Ramakrishna Institute of Technology, Coimbatore. Then 
he obtained his Master’s degree in Electrical Machines 
from PSG College of Technology, Coimbatore and Ph.D 
degree in Power Electronics from Anna University, 
Chennai in November 2017. Currently, holds the position 
as Associate professor at the department of Electrical and 
Electronics Enginering, Trinity College of Engineering 
and Technology, Peddapally, India. His specializations 
include Embedded System Design , Renewable Energy 
Source and Hybrid Electric Vehicles. (Email: 
drknatarajan17@gmail.com) 


